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Resources for this lecture

Stanford CS231n, Lecture 17

Berkeley CS 294: Deep Reinforcement Learning
http://rail.eecs.berkeley.edu/deeprlcourse-fa17/f17docs/lecture_3_rl_intro.pdf

V. Mnih et al., “Human-level control through deep reinforcement learning,” Nature (2016)

Technical note: Q-Learning
http://www.gatsby.ucl.ac.uk/~Dayan/papers/cjch.pdf

http://rail.eecs.berkeley.edu/deeprlcourse-fa17/f17docs/lecture_3_rl_intro.pdf
http://www.gatsby.ucl.ac.uk/~Dayan/papers/cjch.pdf
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Reinforcement learning - in a nutshell

• So far, we’ve looked at:
1) Decisions from fixed images (classification, detection, segmentation)

CNN’s
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Reinforcement learning - in a nutshell

2) Decisions from time-sequence data (captioning as classification, etc.)

• So far, we’ve looked at:
1) Decisions from fixed images (classification, detection, segmentation)

CNN’s

RNN’s
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From Stanford CS231n Lecture 10 slides
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Reinforcement learning - in a nutshell

2) Decisions from time-sequence data (captioning as classification, etc.)

• So far, we’ve looked at:
1) Decisions from fixed images (classification, detection, segmentation)

CNN’s

RNN’s
Decisions from images and time-sequence data (video classification, etc.)
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Example: Image captioning

From Stanford CS231n Lecture 10 slides
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Reinforcement learning - in a nutshell

2) Decisions from time-sequence data (captioning as classification, etc.)

• So far, we’ve looked at:
1) Decisions from fixed images (classification, detection, segmentation)

CNN’s

• Now, we’re going to consider decisions for dynamic data
• Most successful application: dynamic image data

e.g.: video games, images of a Go game, car turning through obstacles

Decisions from images and time-sequence data (video classification, etc.)
RNN’s

Reinforcement Learning
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Outcome: 
Cell type B
Goal: examine all data 
to make final decision
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“jump”

block

forward

Goal: examine all data 
to make final decision
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Outcome: 
Cell type B

“jump”

block

forward

“jump”

block

forward

“jump”

block

forward

Goal: decide on path 
through data to get to 
final result

Goal: examine all data 
to make final decision
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Goal: examine all data 
to make final decision
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to make final decision
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“jump”
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Outcome: 
Win the game!

…

…

…

Supervised ML Reinforcement learning
Outcome: 
Cell type B

• Fixed image sequence • Dynamic/active image sequence

• Goal: match to known label • Goal: get to known desired outcome

• Output: label • Output: sequence of actions

(no labels needed, really…)

• Examines all data • Not possible to examine all data

(large labeled dataset needed)
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Terms and notation

Example situation: Preparing for surgery using a robotically controlled instrument with an 
endoscope camera. You want endoscope to guide itself to tumor as quickly as possible

First image 
(of skin)

Initial state s0

Movement choices:

Up

Down

Left

Right

Action a0
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Terms and notation

Example situation: Preparing for surgery using a robotically controlled instrument with an 
endoscope camera. You want endoscope to guide itself to tumor as quickly as possible

First image 
(of skin)

Initial state s0

Movement choices:

Up

Down

Left

Right

Action a0

How’d we do?

+1 for darker image

-1 for lighter image

Reward r0

Second 
image

state s1

…
Continue until 
final state (see 
tumor)
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Terms and notation

Example situation: Preparing for surgery using a robotically controlled instrument with an 
endoscope camera. You want endoscope to guide itself to tumor as quickly as possible

First image 
(of skin)

Initial state s0

Movement choices:

Up

Down

Left

Right

Action a0

How’d we do?

+1 for darker image

-1 for lighter image

Reward r0

Second 
image

state s1

…
Continue until 
final state (see 
tumor)

Policy π

Optimization Goal: Find policy π* that maximizes total “discounted” reward  
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TL;DR
-> Use a CNN to map images to actions, optimize CNN with respect 
to loss function that depends on reward in a recursive manner

First image 
(of skin)

Initial state s0

Movement choices:

Up

Down

Left

Right

Action a0

How’d we do?

+1 for darker image

-1 for lighter image

Reward r0

Second 
image

state s1

…
Continue until 
final state (see 
tumor)

Policy π

Optimization Goal: Find policy π* that maximizes total “discounted” reward  
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2 states: Sunny and Rainy

Definition of a Markov process:

https://en.wikipedia.org/wiki/Markov_chain

https://en.wikipedia.org/wiki/Markov_chain
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deep imagingLet’s jump into the math….

2 states: Sunny and Rainy

Definition of a Markov process:

https://en.wikipedia.org/wiki/Markov_chain
Transition matrix – try to learn this from state to state

https://en.wikipedia.org/wiki/Markov_chain
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Assume transition between states follows Markov process

P(st+1|st, st-1…s0) = P(st+1 | st)

Berkeley CS 294: Deep Reinforcement Learning
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Add in dependence on action: Markov decision process

P(st+1|st) => P(st+1 | st, at) = P(st+1 | st, at, … s0, a0) 

Berkeley CS 294: Deep Reinforcement Learning
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Add in dependence on action: Markov decision process

P(st+1|st, at) can include reward r(st, at)

Berkeley CS 294: Deep Reinforcement Learning
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Berkeley CS 294: Deep Reinforcement Learning
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Berkeley CS 294: Deep Reinforcement Learning
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From Stanford CS231n Lecture 17

Discount factor: accumulate the rewards 
“acquired” up to current state, but they become 
less important the longer they were in the past
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Don’t have access 
to all policies, so  
use Q in practice
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https://www.youtube.com/watch?v=V1eYniJ0Rnk

https://www.youtube.com/watch?v=V1eYniJ0Rnk
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From Stanford CS231n Lecture 17
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