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Ethical questions surrounding deep convolutional networks

1. What are your expectations for an image reconstruction algorithm used in a clinical setting?

2. What types of “guarantees” should we be able to make, if any, to a patient?

3. How should we guide future development of ML software to meet any guarantees?

4. How should we guide future development of ML-designed hardware to meet any guarantees?

5. Thoughts towards a system of checks and balances?
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The Machine Learning in Imaging Ethics Questionnaire

Situation 1: In 5 years, you walk into a clinic because you have a spot on your skin that 
you are concerned about. The clinician is too busy, so you step over to a terminal with 
a standard microscope and it images your arm. It says you are fine.

Are you comfortable with leaving the office?

Yes:

No: 

Why or why not? What might change how you feel?
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The Machine Learning in Imaging Ethics Questionnaire

Situation 2: The same thing happens. But this time, the machine reports that it is 99% 
confident in its diagnosis, given previous examples of skin marks that have been 
verified by doctors as benign. It also gives you the opportunity to take a look at some 
of these previous example images it is basing its decision on. You notice that they 
don’t look 100% like the mark on your arm, as is expected, but they look pretty similar.

Are you comfortable with leaving the office?

Yes:

No: 

Why or why not? What might change how you feel?
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The Machine Learning in Imaging Ethics Questionnaire

Situation 3: In 5 years, the same thing happens. But this time, a doctor comes up after 
the machine makes its suggested diagnosis. He takes a very cursory look (10 seconds) 
and then confirms the machine’s opinion. 

Are you now comfortable with leaving the office?

Yes:

No: 
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The Machine Learning in Imaging Ethics Questionnaire

Situation 4: In 10 years, you go up to a modified microscope, “the Tissue Scanner 
3000”, that has a number of fancy lenses and lights. As a machine learning expert by 
now, you’re aware that this microscope is optimized for looking at skin lesions. It 
performs a scan with a particular lighting configuration and reports a score of 98% 
confident that the lesion is benign, allowing you to look through other examples. It asks 
If you’d like another scan for additional confidence or a different outcome, at which 
point the illumination changes and it does some more scanning and reports a 99% 
confidence level. You can continue with another scan, but…

Are you now comfortable with leaving the office?

Yes:

No: 
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Material used to form this lecture:

• Deep Learning Book (deeplearningbook.org), Chapter 10
• Stanford CS231n, Lecture #10

• F. Visin et al., ReNet: A Recurrent Neural Network Base Alternative to 

Convolutional Networks
• K. He et al., Mask R-CNN

• S. Hochreiter and J. Schmidhuber, Long short-term memory
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Convolutional neural networks versus recurrent neural networks

Classify image [0 – 9]

many image pixels to one output
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RNN’s: Examine signals as a function of time

many image pixels to one output
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RNN’s: Examine signals as a function of time
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E.g., establish if mouse was scared from this EEG recording

CNNNaive attempt #1: Take entire signal and feed into CNN

Scared or not?
• Can have way too many entries to solve efficiently
• Embedded signal of interest may be at different moments
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CNNNaive attempt #2: Use a sliding window CNN

Scared or not?

Slide

(Time Window #1)
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RNN’s: Examine signals as a function of time
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E.g., establish if mouse was scared from this EEG recording

CNNNaive attempt #2: Use a sliding window CNN

Scared or not?

Slide

• Convolutions share features within window, but all 
features might not lie within window

• RNN’s: share parameters across windows!
(Time Window #2)



Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imagingRecurrent neural networks in a nutshell

RNN’s: Examine signals as a function of time
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E.g., establish if mouse was scared from this EEG recording

Recurrent neural networks: Generate states (“hidden units”) to use to inform subsequent decisions

State h0

f(x0)
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RNN’s: Examine signals as a function of time
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E.g., establish if mouse was scared from this EEG recording

Recurrent neural networks: Generate states (“hidden units”) to use to inform subsequent decisions

State h0

f(x1, h0)

Slide

State h1

Recurrent neural networks in a nutshell
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RNN’s: Examine signals as a function of time
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E.g., establish if mouse was scared from this EEG recording

Recurrent neural networks: Generate states (“hidden units”) to use to inform subsequent decisions

State h0

f(xt, ht-1)

Slide

State h1 State ht

Recurrent neural networks in a nutshell
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Reasoning unique to temporal data:
- Exploit preferential direction 
- Helpful to establish a “memory” of what has been seen in the past
- Effectively learns how to daisy-chain information in signal

RNN’s: Examine signals as a function of time

E.g., establish if mouse was scared from this EEG recording

Time
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State h0

f(xt, ht-1)

Slide

State h1 State ht

Recurrent neural networks in a nutshell
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Deep Learning Book, Ch. 10

RNN’s: Examine signals as a function of time

E.g., establish if mouse was scared from this EEG recording

Time
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State h0

f(xt, ht-1)

Slide

State h1 State ht

Recurrent neural networks in a nutshell

Recursive structure can be unfolded
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Deep Learning Book, Ch. 10

RNN’s: Examine signals as a function of time

E.g., establish if mouse was scared from this EEG recording
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Recurrent neural networks in a nutshell



Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Time

M
ea

su
re

m
en

t

f(xt, ht-1)

State ht

Output ot

Many-to-many recurrent neural network

Label y Loss function L(ot, y)
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f(xt, ht-1)

State ht

Output ot

Many-to-one recurrent neural network

Label y Loss function L(ot, y)

Backpropagate to

(Trust me, it’s 
possible, we 
won’t derive it….)

minimize “dL/df”
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f(xt, ht-1)

State ht

Output ot

Label y Loss function L(ot, y)

Simple network structure:

ht = ReLU[Wht-1 + Uxt + b]

W W W W

U U U

Backpropagate to
minimize dL/dW, dL/DU V

Many-to-one recurrent neural network
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An example use case:

“I went to Nepal in 2009.”

“In 2009, I went to Nepal.”

Goal: Extract year each writer went to Nepal 
from lots of sentences

Deep Learning Book, Ch. 10

• 2009 is 2nd and 6th word in sentence
• Separated by 1 word and then 3 words

Learn fixed W and U from n sequences 
x and labels y
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Instead of having one output at the end, can have a trainable output at each step
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Instead of having one output at the end, can have a trainable output at each step
M
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State h0 State h1 State ht

Output o0 Output o1 Output ot

Label y0 Label y1 Label y2

L L L

U U U
W W

…

…

…
W

V V V

Ltot = Σ Li

Total loss function for sequence:
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Deep Learning Book, Ch. 10
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Option #1: Run through full sequence, go back all the way to compute gradient

From Stanford CS231n Lecture 10 slides
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Option #2: Run through chunks at a time

Note: hidden states are 
always carried forward 
without any time limit, 
but you’ll just back-
propagate loss for a 
finite number of steps 

From Stanford CS231n Lecture 10 slides
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From Stanford CS231n Lecture 10 slides
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From Stanford CS231n Lecture 10 slides
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Example: Image captioning

From Stanford CS231n Lecture 10 slides
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What are we possibly missing from the many-to-many model?

1. Not taking advantage of structure of output labels (assuming they are conditionally independent)

Let the network become dependent on past labels as well:
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What are we possibly missing from the many-to-many model?

1. Not taking advantage of structure of output labels (assuming they are conditionally independent)

Let the network become dependent on past labels as well:

2. Only considering one direction in sequence/time…
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• Consider future and past events jointly

• Add a third matrix that takes future 
hidden states in as well

• E.g., sentence structure is not purely 
causal

• Handwriting recognition, speech 
analysis, etc.
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What are we possibly missing from the many-to-many model?

1. Not taking advantage of structure of output labels (assuming they are conditionally independent)

Let the network become dependent on past labels as well:

2. Only considering one direction in sequence/time…

3. Chaining things together is not necessarily the ideal way to maintain long connections
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Other extensions: recursive neural networks 

• Use tree-like structure to instead of chain-
like structure to embed temporal 
relationships

• Reduce n nonlinear relationships connecting 
time a to time b to n log n

• Obviously lots of extensions/variants here
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If W admits it, can perform eigenvvector decomposition to obtain,
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Hidden weights effectively follow a recursive relationship:

If W admits it, can perform eigenvvector decomposition to obtain,

In this space, power relationship Wt alters just eigenvalues, does not rotate eigenvectors: 

Thus, if the eigenvector is large (the largest), it will explode. Remaining eigenvectors eventually vanish
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The long short-term memory network

S. Hochreiter and J. Schmidhuber (1997)

Additions:

• Self-loop to maintain “memory”
• Allow gradients to flow for a long time 

• Weight of self-loop gated by “Forget gate”
• Forgetting depends on data
• Memory time scale is thus dynamic

• Output gate
• Can turn on/shut off everything
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Forget gate:

Internal state:

External input gate:

LSTM output:

The long short-term memory network

S. Hochreiter and J. Schmidhuber (1997)
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Here’s a simple example - 

Physical 
CNN

Design an optimal X to produce the best image captions
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Take a bit of time and try to write down the following:
• With your image data (or some data that you are interested), what might you input into an RNN?

• What might be a useful output?

• What physical parameter might be useful to tweak to improve this output?

• Can you think of a way to model that parameter?


