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Oren Z. Kraus et al., “Classifying and Segmenting Microscopy Images 
Using Convolutional Multiple Instance Learning,” arXiv 2015

Other possible examples:

M. Drozdzal et al., Learning Normalized Inputs for Iterative Estimation
in Medical Image Segmentation (2017)

Z. Zhang et al., Recent Advances in the Applications of Convolutional
Neural Networks to Medical Image Contour Detection (2017)
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deep imagingInstead, compress x-y dimensions of input image 

• Compress spatial features into 
learned filters

• Then, decompress learned filters 
back into same spatial 
dimensions

Compress Decompress

U-Net Architecture 
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deep imagingSegmentation: need a map of classes for label

Compress Decompress

U-Net Architecture 

Input 
image

Output: 
segmentation 

map (need 
labels for 
training)
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U-Net CNN Segmentation MapVariably illuminated images from different LEDs

…

w1I1 w2I2 w3I3+ + + …

Learned sensing for improved image segmentation

*If we allow w’s here to be trainable weights, then we can find ideal brightnesses for the different LEDs! 
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U-Net CNN Segmentation MapVariably illuminated images

…

(a) (c)

All Center DPC

Random Optimized Off-axis

Mask

(b)

Optimized illumination for nuclei segmentation

+5-10% accuracy

w1I1 w2I2 w3I3+ + + …

Learned sensing for improved image segmentation

Standard illumination Learned illumination
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deep imagingImage segmentation –current workflow

Capture: BF images Capture: Fluorescence Segmentation Mask

(e.g., DAPI-stained nuclei)

Threshold
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Segmentation Mask

(e.g., DAPI-stained nuclei)

Threshold

Inference via a trained U-Net 
Learned 
illumination

Capture: Fluorescence

Optimally illuminated

Image segmentation –current workflow

Capture: BF images
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Inference

Task: bright-field to fluorescence image Inference
BF Focal stack 
(26+ images)
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deep imagingImage segmentation versus in silico labeling (fluorescence inference)

Segmentation Mask

Threshold

Directly infer the fluorescence image

Learned 
illumination for 
fluorescent image 
inference?

Capture: Bright field Capture: Fluorescence

?
Optimally illuminated
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deep imagingMultiple Patterns for Fluorescence image inference

Pattern 4Pattern 3

Pattern 5 Pattern 6 Pattern 7 Pattern 8

Pattern 2Pattern 1

1x Pattern 
Optimization

2x Pattern 
Optimization

4x Pattern 
Optimization

8x Pattern 
Optimization

1 Pattern 4 PatternsGround Truth
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Compress Decompress

U-Net Architecture 

(encoder) (decoder)
Output 
image

Input 
image
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deep imagingInstead, compress x-y dimensions of input image 

• Compress spatial features into 
learned filters

• Then, decompress learned filters 
back into same spatial 
dimensions

• Termed an autoencoder
• Analogous to image compression
• A pretty powerful idea…

Compress Decompress

U-Net Architecture 

(encoder) (decoder)
Output 
image

Input 
image
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deep imagingAnother example: Denoising Autoencoder

Compress Decompress

U-Net Architecture 

(encoder) (decoder)
Output 
image tile

Input noisy 
image

”Label” is 
noiseless 
image!
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deep imagingExample: Variational Autoencoder (VAE) 

Force this vector to follow a Gaussian PDF

• Good generative model 
• Have a clean probability distribution to 

select from to generate new examples

Minimize (KL) distance between latent 
vector and Gaussian normal
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Force this vector to follow a Gaussian PDF

• With Gaussian PDF, can start to 
add/subtract latent vector in a 
normalized vector space

Minimize (KL) distance between latent 
vector and Gaussian normal
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deep imagingExample: Variational Autoencoder (VAE) 

Force this vector to follow a Gaussian PDF

• With Gaussian PDF, can start to 
add/subtract latent vector in a 
normalized vector space

Minimize (KL) distance between latent 
vector and Gaussian normal

Generative Example (once trained):
• Encode image with glasses, obtain latent vector PDF Pg
• Encode image without glasses, obtain PDF Png
• Compute diff = Pg- Png
• Encode new image to obtain Pnew , add in diff
• Decode Pnew + diff to get guy with glasses!
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https://deepimaging.github.io/lectures/

Jupyter Notebook: A simple Autoencoder in Tensorflow/Keras

Code review: See the following:

https://deepimaging.github.io/lectures/
https://deepimaging.github.io/data/Simple_Autoencoder.ipynb

