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Lecture 14a: Beyond classification –
object detection and segmentation
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• Reduce data dimensions to enable visualization in 2D or 3D
• nD -> 2D or 3D
• Preserve local structure of data to highlight groups
• Unsupervised – clusters unlabeled data

Applied to MNIST digits Applied to movies of zebrafish behavior
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Isn’t this good enough?

Stanford CS231n: http://cs231n.stanford.edu/



Machine Learning and Imaging – Roarke Horstmeyer (2020)

deep imagingUnsupervised learning in a nutshull

Definition of Unsupervised Learning:
Learning useful structure without labeled classes, optimization criterion, 
feedback signal, or any other information beyond the raw data
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Mathematical tools for finding patterns in data:
• Eigenvector decomposition
• Principal component analysis
• Singular value decomposition

Dataset 1 Dataset 2 Dataset 3 Dataset 4

https://stats.stackexchange.com/questions/183236/wh
at-is-the-relation-between-k-means-clustering-and-pca
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K-Means
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Determine	cluster	membership	 for	each	
data	point
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Compute	and	update	new	cluster	center
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Result	of	first	iteration
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Next step: let’s consider other automated tasks 
besides image classification!
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Model
Output

y* Ex. [x1,y1] Ex. [xK,yK]

… Training 
Data

Training error

dL/dW

Lin(y, f(W,x)) = y* = f(W,x)
cross_entropy(y, f(W,x))

Dimensional analysis for classification:

Input x: ~R1000

Output y*: ~R2 – R10

This class – let’s make y* bigger!
- Object detection
- Segmentation
- Creating 3D volumes
- Better resolution

Make y 
bigger!
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Super-
resolution

Stanford CS231n - http://cs231n.stanford.edu
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=

Over-determined, under-determined and balanced inverse equations

=

W xy

W xy

Under-determined equation
- No unique solution for x!
- Hard to invert
- Not a good place to be

=

W xy

Over-determined equation
- Unique solution can exist
- If not, it’s easy to get close
- Good place – more 

measurements than unknowns

Balanced equation
- Invertible if W is “nice”
- Hard to invert otherwise

x = W-1 y
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Super-
resolution

Balanced 
equation

Over-
determined

Over-
determined

Over-
determined

Under-
determined

Stanford CS231n - http://cs231n.stanford.edu
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(last lecture) 

Problem: Inefficient – not sharing information between 
different sliding window positions (even w/ lots of overlap)

Stanford CS231n - http://cs231n.stanford.edu
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Super-
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Balanced 
equation

Over-
determined

Over-
determined

Over-
determined

Under-
determined

Stanford CS231n - http://cs231n.stanford.edu



Machine Learning and Imaging – Roarke Horstmeyer (2020)

deep imagingSolution: First apply a fixed ROI scheme to pull out “blobs” of interest

Stanford CS231n - http://cs231n.stanford.edu
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Note: Training dataset has marked boxes, so don’t 
necessarily need to do selective search for training, 
just evaluation/testing

Stanford CS231n - http://cs231n.stanford.edu
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