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Machine Learning and Imaging

BME 548L
Roarke Horstmeyer

Lecture 14: Object detection and 
Segmentation
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Model
Output

y* Ex. [x1,y1] Ex. [xK,yK]

…
Training 
Data

Training error

dL/dW

Lin(y, f(W,x)) = y* = f(W,x)
cross_entropy(y, f(W,x))

Dimensional analysis for classification:

Input x: ~R1000

Output y*: ~R2 – R10
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deep imaging

Model
Output

y* Ex. [x1,y1] Ex. [xK,yK]

…
Training 
Data

Training error

dL/dW

Lin(y, f(W,x)) = y* = f(W,x)
cross_entropy(y, f(W,x))

This class – let’s make y* bigger!
- Object detection
- Segmentation
- Creating 3D volumes
- Better resolution

Make y 
bigger!

Dimensional analysis for classification:

Input x: ~R1000

Output y*: ~R2 – R10
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Over-determined, under-determined and balanced inverse equations

=

W xy

Balanced equation
- Invertible if W is “nice”
- Hard to invert otherwise

y is what you 
measure (the image)

x is what you want to figure out

x = W-1 y
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deep imaging
Over-determined, under-determined and balanced inverse equations

=

W xy

=

W xy

Over-determined equation
- Unique solution can exist
- If not, it’s easy to get close
- Good place – more 

measurements than unknowns

Balanced equation
- Invertible if W is “nice”
- Hard to invert otherwise

x = W-1 y

x = W+ y
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=

Over-determined, under-determined and balanced inverse equations

=

W xy

W xy

Under-determined equation
- No unique solution for x!
- Hard to invert
- Not a good place to be

=

W xy

Over-determined equation
- Unique solution can exist
- If not, it’s easy to get close
- Good place – more 

measurements than unknowns

Balanced equation
- Invertible if W is “nice”
- Hard to invert otherwise

x = W-1 y
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Super-
resolution

Balanced 
equation

Over-
determined

Over-
determined

Over-
determined

Under-
determined

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/
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deep imagingApproach #1: Sliding window + occlusion map 
(last lecture) 
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deep imagingApproach #1: Sliding window + occlusion map 
(last lecture) 

Problem: Inefficient – not sharing information between 
different sliding window positions (even w/ lots of overlap)

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/
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deep imagingSolution: First apply a fixed ROI scheme to pull out “blobs” of interest

Stanford CS231n - http://cs231n.stanford.edu 
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Note: Training dataset has marked boxes, so don’t 
necessarily need to do selective search for training, 
just evaluation/testing

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/
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(Main features first, 
instead of repeating 
2000X)
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http://cs231n.stanford.edu/


25
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


26
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


27
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


28
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


29
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


30
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


31
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Stanford CS231n - http://cs231n.stanford.edu 

http://cs231n.stanford.edu/


32
Machine Learning and Imaging – Roarke Horstmeyer (2024)

deep imaging

Super-
resolution

Balanced 
equation

Over-
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Oren Z. Kraus et al., “Classifying and Segmenting Microscopy Images 
Using Convolutional Multiple Instance Learning,” arXiv 2015

Other possible examples:

M. Drozdzal et al., Learning Normalized Inputs for Iterative Estimation
in Medical Image Segmentation (2017)

Z. Zhang et al., Recent Advances in the Applications of Convolutional
Neural Networks to Medical Image Contour Detection (2017)
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deep imagingInstead, compress x-y dimensions of input image 

• Compress spatial features into 
learned filters

• Then, decompress learned filters 
back into same spatial 
dimensions

Compress Decompress

U-Net Architecture 
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deep imagingSegmentation: need a map of classes for label

Compress Decompress

U-Net Architecture 

Input 
image

Output: 
segmentation 

map (need 
labels for 
training)
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deep imagingInstead, compress x-y dimensions of input image 

Compress Decompress

U-Net Architecture 

(encoder) (decoder)
Output 
image

Input 
image
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deep imagingInstead, compress x-y dimensions of input image 

• Compress spatial features into 
learned filters

• Then, decompress learned filters 
back into same spatial 
dimensions

• Termed an autoencoder
• Analogous to image compression
• A pretty powerful idea…

Compress Decompress

U-Net Architecture 

(encoder) (decoder)
Output 
image

Input 
image
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deep imagingAnother example: Denoising Autoencoder 

Compress Decompress

U-Net Architecture 

(encoder) (decoder)
Output 
image tile

Input noisy 
image

”Label” is 
noiseless 
image!
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https://deepimaging.github.io/lectures/

Jupyter Notebook: A simple Autoencoder in Tensorflow/Keras

Code review: See the following:

https://deepimaging.github.io/lectures/
https://deepimaging.github.io/data/Simple_Autoencoder.ipynb
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deep imagingExample: Variational Autoencoder (VAE) 

Force this vector to follow a Gaussian PDF

• Good generative model 
• Have a clean probability distribution to 

select from to generate new examples

Minimize (KL) distance between latent 
vector and Gaussian normal
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deep imagingExample: Variational Autoencoder (VAE) 

Force this vector to follow a Gaussian PDF

• With Gaussian PDF, can start to 
add/subtract latent vector in a 
normalized vector space

Minimize (KL) distance between latent 
vector and Gaussian normal
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deep imagingExample: Variational Autoencoder (VAE) 

Force this vector to follow a Gaussian PDF

• With Gaussian PDF, can start to 
add/subtract latent vector in a 
normalized vector space

Minimize (KL) distance between latent 
vector and Gaussian normal

Generative Example (once trained):
• Encode image with glasses, obtain latent vector PDF Pg
• Encode image without glasses, obtain PDF Png

• Compute diff = Pg- Png
• Encode new image to obtain Pnew , add in diff  
• Decode Pnew + diff to get guy with glasses!


